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Salient Object Detection via Multiple
Instance Joint Re-Learning

Guangxiao Ma , Chenglizhao Chen , Shuai Li , Chong Peng , Aimin Hao, and Hong Qin

Abstract—In recent years deep neural networks have been widely
applied to visual saliency detection tasks with remarkable detection
performance improvements. As for the salient object detection in
single image, the automatically computed convolutional features
frequently demonstrate high discriminative power to distinguish
salient foregrounds from its non-salient surroundings in most cases.
Yet, the obstinate feature conflicts still persist, which naturally
gives rise to the learning ambiguity, arriving at massive failure
detections. To solve such problem, we propose to jointly re-learn
common consistency of inter-image saliency and then use it to boost
the detection performance. Its core rationale is to utilize the easy-
to-detect cases to re-boost much harder ones. Compared with the
conventional methods, which focus on their problem domain within
the single image scope, our method attempts to utilize those beyond-
scope information to facilitate the current salient object detection.
To validate our new approach, we have conducted a comprehensive
quantitative comparisons between our approach and 13 state-of-
the-art methods over 5 publicly available benchmarks, and all the
results suggest the advantage of our approach in terms of accuracy,
reliability, and versatility.

Index Terms—Salient Object Detection Inter-image Corres-
pondence, Multiple Instance Learning, Joint Re-Learning.

I. INTRODUCTION

THE problem of salient object detection is to locate
the most eye-attracting object in a given scene. The
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strongest attractors of the human vision system are stimuli that
pop-out from their near surroundings, usually referred as
saliency. As one of the most frequently used pre-processing
tools, the detected salient object can be fed into various down-
stream applications, including adaptive compression of im-
ages [1], video surveillance [2]–[4], video saliency [5]–[8],
person re-identification [9], medical image analysis [10], im-
age classification [11], object tracking [12], video summa-
rization [13], and video expression [14]. To reveal the image
saliency, many conventional methods focus on the designation
of the contrast computation over hand-crafted low-level cues,
and such implementations are usually time-consuming with no-
ticeable problems, i.e., the contrast itself is in terms of difference
between visual cues.

After entering the deep learning era [15], [16], the perfor-
mance of salient object detection has been significantly im-
proved by using the high discriminative convolutional features.
However, due to the varying nature of image scene, those similar
regions which belong to different images may be assigned with
completely different saliency value if their near surroundings
are changed, and see demonstrations in Fig. 1.

In fact, the aforementioned problem is mainly induced by the
feature conflicts, which evade the feature margin between the
salient foregrounds and its non-salient near surroundings and
finally lead to the learning ambiguity. Although various deep
architectures have been proposed in recent years [17]–[19], the
core rationale of these methods still follows the conventional
common thread [20], i.e., by using the deep convolutional fea-
tures to automatically support contrast computation within a
multi-scale/multi-level manner [21], [22].

In terms of the co-saliency community [23]–[26], the prob-
lem of learning ambiguity can be slightly alleviated by apply-
ing the “inter-image” feature clustering [27] before saliency
revealing. However, because these methods conduct their clus-
tering procedure globally to group those sub-regions with simi-
lar non-local appearance, the performance improvement toward
those hard-to-detect cases (i.e., usually with distinct feature pat-
tern) is still limited. From the perspective of salient object detec-
tion over video data [28]–[34], the learning ambiguity problem
can be much alleviated due to the newly available “inter-frame”
motion clues, which consistently outperform the solely spatial
information based on image salient object detection methods.
Also noticing the phenomenon that massive easy-to-detect cases
might exhibit strong “non-local” similarity to those hard ones,
the obstinate learning ambiguity may be alleviated by learning
common consistency of its inter-image saliency.
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Fig. 1. The motivation of our method. (A) demonstrates the conventional deep
methods which easily output completely different saliency results even for those
images with similar non-local regions. (B) shows the results of our joint re-
learning rationale, which utilizes those easy-to-detect cases to facilitate those
hard ones.

Inspired by all of the above, we propose to jointly re-learn
the common consistency of inter-image saliency and then use
it to promote the detection performance, and its underneath
rationale is illustrated in Fig. 1(B). To achieve this, we inter-
actively consider both the inter-image object-level similarity
and the non-local correlation to build the inter-image corre-
spondences. Thus, based on the saliency outputs of the current
off-the-shelf saliency model, we can focus our saliency model on
those hard-to-detect cases to improve the detection performance
while using those easy cases with inter-image correspondences
to alleviate the learning ambiguity. Specifically, we summarize
the salient contributions of this paper as follows:
� We propose to construct the inter-image non-local cor-

respondences, which is indispensable for our subsequent
saliency re-learning to reduce the learning ambiguity.

� Our method can simultaneously learn the “most in-
formative” inter-image consistency while suppressing
the remaining conflicted inconsistency within the semi-
supervised manner.

� We newly design a novel saliency re-learning framework
to jointly reveal the common consistency of those hard-to-
detect cases while converging towards the saliency-critical
learning objective.

� The proposed re-learning scheme is universally effective
to boost the detection performance of any existing state-
of-the-art saliency model.

II. RELATED WORKS

A. The Conventional Methods Using Handcrafted Features

Image saliency detection has been extensively studied over
the past decade. Early salient object detection methods [20],
[35] follow the bottom-up methodology to assemble low-level
saliency clues via elaborately designed contrast computations

over the handcrafted features. Following the key rationale that
the salient regions in the visual field would first pop out from
their surroundings, the conventional saliency revealing schemes
are mainly based on the multi-scale and multi-level contrast
computation [31], [36], [37].

B. The Deep Learning Network Based Methods

After entering the deep learning era, the automatically com-
puted deep convolutional features have exhibited huge advan-
tages over the conventional handcrafted features. Li et al. [21]
propose to utilize the convolutional neural network (CNN)
based contextual deep features to represent the multi-scale con-
trast degree to perform superpixel-wise saliency prediction. Lee
et al. [38] propose to pre-compute the low-level spatial saliency
features and then feed it to the fully connected layers enhancing
the non-local coherency to improve the detection performance.
Liu et al. [39] build a two stage network, which respectively per-
forms the coarse salient object location and the saliency detail
refinement to achieve multi-level saliency detection. Although
large performance improvements have been made, these meth-
ods are time-consuming due to the usage of fully connected
layers, not to mention that the spatial topology info vanishing
can induce performance bottle-neck.

Recently, significant performance improvements have been
made in the full convolutional network (FCN) based methods
due to the end-to-end flexible/efficient architecture, which can
simultaneously conserve the spatial topology info while con-
ducting the pixel-wise saliency predictions efficiently, e.g., Luo
et al. [40] directly use the FCN providing non-local deep features
for the high-quality saliency detection. Meanwhile, the most
recent methods follow the rationale that the saliency common
consistency of the FCN’ inter-layer outputs as the fine-level in-
formation can effectively boost the detection performance (i.e.,
the convolutional steps cause salient object boundary blurring)
of those coarse-level layers. Li et al. [41] propose to obtain the
multi-level contextual info by stacking sequential FCN blocks
with varying convolutional scope. Hou et al. [22] reveal the
multi-scale and multi-level saliency consistency by introduc-
ing the short connections from the FCN’ inner side layers to
the current problem domain. Lu et al. [42] propose to utilize a
multi-scale context-aware feature extraction module, which con-
tains multiple dilated convolutions, to interactively robust the
saliency detection. Wang et al. [43] propose to capture hierar-
chical deep saliency information via using a skip-layer network
structure to predict human attention from multiple convolutional
layers with various reception fields.

As Wang et al. [44] point out, although the usage of multi-
scale and multi-level info can indeed boost the detection per-
formance, massive failure detections still exist, e.g., the hollow
effects for those large size salient object, the fragmental de-
tections toward those salient object with complex appearance,
and the false-alarm detections for those scenarios with distinct
non-salient backgrounds. And we believe all these failure de-
tections are mainly induced by the feature conflicts between
the salient foregrounds and the non-salient backgrounds, which
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may easily lead to the learning ambiguity causing the above
mentioned defects.

C. The Inter-image Co-Saliency Based Methods

Co-saliency detection aims at finding out multiple salient re-
gions, which usually exhibit strong inter-image common con-
sistency over the handcrafted feature spanned sub feature space,
from a group of related images. Almost all the current state-of-
the-art co-saliency methods [23]–[26], [45], [46] are following
the common bottom-up thread, and the key rationale of these
methods is to conduct feature clustering before applying the
contrast based saliency revealing. And all these methods fol-
low the assumption that similar regions should exhibit similar
saliency detections. By assigning equally saliency value to those
pre-grouped sub-regions [47], the overall saliency detection can
be potentially boosted.

Liu et al. [23] propose to simultaneously conduct multi-level
hyper feature clustering (e.g., object prior, regional similar-
ity, boundary connectivity) over the hierarchical segmentations.
Then, for each clustered region, the intra image saliency clues
are fused as the final saliency estimation. Ge et al. [24] pro-
pose to utilize a two-round saliency propagation to boost the
inter-image co-saliency, i.e., it utilizes the image-level propa-
gation to coarsely locate the co-salient regions, and then the
regional-level propagation is conduced to refine previously esti-
mated saliency degree. Different from [23], [24] which mainly
focus on the designation of the inter-image clustering proce-
dure, Li et al. [25] focus their work on the designation of
the fusion scheme, which attempts to utilize both averaging
and multiplication to fuse multiple ranking scheme to reveal
saliency clues. Further, Ye et al. [45] utilize the pre-revealed
co-saliency as the binary labels to conduct weakly super-
vised learning. Then, the saliency predictions from multiple
weak classifiers are integrated to boost overall performance.
Li et al. [48] propose to utilize the pixel-wise correspondences
between the input image and an example image to transfer
saliency annotations from an existing example onto an input
image. Similarly, Ren et al. [46] propose to directly trans-
fer saliency values from the retrieved sub-group images using
the newly constructed inter-image correspondences. Specially,
Zhang et al. [26] propose to utilize the CNN based high-level
representations to guide the inter-image patch-wise clustering.
Meanwhile, by simultaneously seeking the intra-image contrast
and the inter-clustering consistency, those salient foregrounds
can be easily highlighted while compressing those non-salient
backgrounds.

Although many performance improvements have been made
by the above mentioned co-saliency methods, there still exists
one obstinate limitation which leads the co-saliency methods to
reach the performance bottle-neck, i.e., the real saliency degree
of those clustered inter-image regions may be totally different
(see demonstrations in Fig. 3), which easily lead to the learn-
ing ambiguity and then cause massive failure detections. Dif-
ferent from all these co-saliency methods which only focus on
their clustering from the appearance similarity perspective, our

method further constraints the inter-image alignments to bias
toward the saliency consistency.

III. RE-LEARNING PRELIMINARIES

Since we propose to utilize the inter-image common con-
sistency to solve the learning ambiguity problem, we need to
acquire accurate inter-image correspondences first. In fact, sim-
ilar images should have large probability to contain non-local
regions with strong correlation toward the saliency assignment.
Given an input image (I), we utilize the common GIST+HOG
descriptor to retrieve a sub group images (IS, with maximum im-
age number being 5) which share similar scene topology to the
given target image. And only those inter-image correspondences
between I and IS are needed to be built.

A. Bi-Level Inter-Image Alignment

We demonstrate our bi-level inter-image alignment in Fig. 2
(marked with yellow color). Based on the SIFT-Flow [49] pro-
viding inter-image pixel-wise correspondences, our alignment
procedure interactively considers both the superpixel based
mid-level correlation and the object proposal based object-level
similarity and see demonstrations in Fig. 4.

We utilize the SLIC [50] to conduct mid-level superpixel
decomposition (with total 500 superpixels). And the Edge-
Boxes [51] method is adopted to formulate the object-level rect-
angle proposals (with total 1000 potential proposals). Mean-
while, the pixel-wise inter-image feature distance can be ob-
tained via SIFT-Flow method [49], which can be represented as
||f(i), f(j)||2, where f denotes the SIFT-Flow feature represen-
tation, idenotes the i-th pixel in the given input image I, and j de-
notes the j-th pixel belonging to the retrieved sub-set images IS.
Therefore, we can formulate the inter-image mid-level binary
alignmentsQM = {0, 1}{φ×φ} and the inter-image object-level
binary alignments QP = {0, 1}{θ×θ} as Eq. (1), where φ and
θ respectively denote the aligned superpixel number and the
aligned object proposal number.

argmin
QM,QP

φI∑

i=1

φIS∑

j=1

QM(i, j) · d(Si, Sj)

+

θI∑

k=1

θIS∑

l=1

QP(k, l) · g(Pk, Pl),

s.t., QM× 1{φ×1} = 1{1×φ}, QP× 1{θ×1} = 1{1×θ},
(1)

Here Si denotes the i-th superpixel, and Pk denotes the k-th
object proposal. In fact, the first term Eq. (1) measures the mid-
level correlation between the given input image I and one of its
retrieved images IS, and the feature distance d can be detailed
as Eq. (2).

d(Si, Sj) =

∑
u∈Si

∑
v∈Sj

QS(u, v) · ||f(u), f(v)||2∑
u∈Si

∑
v∈Sj

QS(u, v)
, (2)
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